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This consecutive study was aimed at the quantitative validation of safety audit tools as predictors of
safety performance, as we were unable to find prior studies that tested audit validity against safety
outcomes. An aviation maintenance domain was chosen for this work as both audits and safety outcomes
are currently prescribed and regulated. In Part 1, we developed a Human Factors/Ergonomics classifi-
cation framework based on HFACS model (Shappell and Wiegmann, 2001a,b), for the human errors
detected by audits, because merely counting audit findings did not predict future safety. The framework
was tested for measurement reliability using four participants, two of whom classified errors on 1238
audit reports. Kappa values leveled out after about 200 audits at between 0.5 and 0.8 for different tiers of
errors categories. This showed sufficient reliability to proceed with prediction validity testing in Part 2.

� 2012 Elsevier Ltd and The Ergonomics Society. All rights reserved.
1. Introduction

Safety audit of work systems has become an important way to
measure the potential for system errors without waiting for the
consequences of these errors to manifest themselves. Such proac-
tive tools as safety audits could havemuch value if validated against
safety performance. In a survey of Human Factors/Ergonomics (HF/
E) audit tools (Drury and Dempsey, 2012), both reliability and val-
idity of many audit tools were assessed. Often no reliability or
validity measures were given for these audit tools: where either
was measured, inter-rater reliability was assessed more often than
validity. Where validity was measured (Koli et al., 1998), this typi-
cally used expert opinion as the validation criterion, e.g. the Koli
et al.’s ERgoNomics Audit Program (ERNAP) integrates a variety of
ergonomic audit tools to carry out an ergonomic evaluation of
maintenance and inspection operations. It was validated against six
HF/E professionals viewing videos of jobs which were audited by
ERNAP. We can find no validations of audit tools, specifically those
meant to evaluate HF/E concerns or safety, against future safety
performance, i.e. prediction validity.

The study reports here as Part 1 and Part 2 uses data from an
existing audit system in the domain of civil aviationmaintenance as
the basis for a prediction model of future safety performance.
and The Ergonomics Society. All ri
Independent data sets of both audit records and maintenance
safety performance were supplied by a civil aviation regulatory
authority. Part 1 presents the justification for using aviation
maintenance as a domain, the development of the model that
derived and classified human errors found in the audit records, and
the measurement reliability study necessary to future testing of
model validity. Part 2 performs the validation of the model by
predicting future safety performance from past audit findings.

1.1. The aviation maintenance domain

According to the International Air Transportation Association
(IATA, 2003), about 70 percent of the root causes of flight accidents
are derived from issues of human factors, and maintenance factors
started the accident chain in 24 accidents over a total of 92 (26%).
Human error is natural, especially in the complicated environment
of airliner maintenance. Over the past 20 years, the aviation
industry has established many different systems and procedures to
ensure maintenance safety despite human error, e.g. reviewed by
Gramopadhye and Drury (2000). On-Job-Training (OJT) programs,
Quality Assurance (QA) programs, and Standard Operating Proce-
dures (SOPs) have all become obligatory requirements for any
airline. From the perspective of a civil aviation regulatory authority,
it is important to ensure the correct implementation of these
systems. Consequently, safety audit has now become one vital and
proactive method for regulators to detect potential failures in
aircraft maintenance system.
ghts reserved.
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Table 1
Purpose and shortcomings of human error taxonomies to meet the demands of
aviation maintenance audit systems.

Design purpose Shortcoming

Reason model Accident investigation
and analysis tool

Detailed explanation of
each error category

HFACS Accident investigation
and analysis tool

Focused on flight
operation field

HFACS-ME Accident investigation
and analysis tool

Organizational factors

Wheel of
misfortune

Accident investigation
and analysis tool

Management factors

SHELL Conceptual model Management and
organizational factors

PEAR Conceptual model Management factors
MEDA Incident/event

investigation and
analysis tool

Distinction of the
contributing factors
Details of management
and organizational factors
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It is assumed by the industry that proactive techniques such as
audits would contribute to the risk mitigation of erroneous activi-
ties and eventually benefit accident or incident prevention.
However, a causal relationship between proactive measures and
safety performance such as accident/incident rates must be shown
to be valid to support the above assumption. Amazingly, this
question of validity does not appear to have been answered for
aviation maintenance field or indeed any other system where
proactive measures are in use.

If aviation maintenance accidents are a legitimate cause of
concern, and we are trying to validate safety audit as a predictor of
accident/incident in this domain, then the simplest procedure
would be to correlate audit findings with accident/incident reports.
This simple model was attempted by the first author for an aviation
regulatory authority by correlating the number of significant audit
findings from prior months with the incident rates for each month.
However, no correlations were statistically significant. Some other
variable may intervene between audit findings and safety perfor-
mance, which might have impeded the direct connection between
them, so that the predictive validity of safety audits in the aviation
industry remains unidentified. Therefore, the current study started
by postulating existing human errors in audit findings as the
predictors rather than just counting amounts of audit finding, and
the purpose is to examine the prediction validity of safety audits
from an HF/E perspective.

It is the existence of on-going safety audit procedures that
prompts their examination as possible predictors of future safety
performance. A positive finding would allow airline, or third-party
repair organizations (Drury et al., 2010) to focus interventions on
future safety predictions using already-collected data. To find
a more rational basis for turning the raw audit findings into
potential predictors, we developed a model of human error specific
to aviationmaintenance, but readily usable in other domains. There
were no items in our classification model that could apply only to
aviation maintenance, although we did not explicitly consider this
expandability in our error classification development.

1.2. Human factors analysis and classification system e

maintenance audit (HFACS-MA)

The concepts of human error have not been comprehensively
considered and adopted in recent audit systems. Although most of
the issues found by audit reports could be attributed to some
varieties of human error, the detailed study of root cause or error
association is impractical without an appropriate classification
scheme for human error. The goals of active human error detection
and prevention can only be partially impacted by current simple
descriptive statistical analysis of audit records.

Reason (1990) proposed that “accuracy of error prediction
depends very largely on the extent to which the factors giving rise
to the errors are understood”. Expanding on his idea, it is necessary
to develop a practical human error classification framework for
a maintenance audit system to analyze the failures found in daily
reports, and to accordingly assist understanding the status of
human failures. In this study, we integrated the concepts of human
error and safety models to develop a comprehensive framework for
maintenance audit.

The demands of maintenance audit systems should include
a specific designed analysis tool, a comprehensive taxonomy of
human error related to maintenance activities, and a clear
distinction between different error categories to illustrate the inter-
relationship between different failures. Except for MEDA (Rankin,
2000), the literature cites in Table 1 either represents conceptual
models: SHELL model (ICAO, 1998) and PEAR (Johnson, 2001), or
are designed as accident investigation and analysis tools: Reason
model (Reason, 1990), HFACS (Shappell and Wiegmann, 2001a,b),
HFACS-ME (Schmidt et al., 2000) and Wheel of Misfortune (O’Hare,
2000). Though the design purpose of MEDA meets the demands of
an aviation maintenance audit, its contributing factors lack hier-
archical classification to further distinguish causal relationships
between factors and detailed explanation to cover their scopes.
Regarding to the comprehensiveness of human error, HFACS
comprises the most detailed depiction of error categories, but pays
more attention to flight operations. MEDA and all other models or
tools appear similarly lacking in management or organizational
factors.

Therefore, aviation maintenance audit systems need a human
error classification framework to practically analyze audit reports.
This need directly drove the design of our taxonomy. From the
perspective of audit activities of an aviation authority, we assumed
the maintenance organization (e.g., repair station or airline) to be
the complete system to study, i.e. the analytic entity of the classi-
fication framework.

The fundamental construct of our framework is based on the
ideas of HFACS, which is developed for investigating and analyzing
the human causes of aviation accidents, both military and civil
(Shappell et al., 1999; Shappell and Wiegmann, 2001a,b). HFACS
has two noteworthy advantages: first, it provides more details of
the management and organizational aspects; second, it presents
a comprehensive hierarchical level of human error and a detailed
definition of each error condition. The broad utilization of HFACS
has demonstrated that it is an effective tool to identify both active
and latent failures presented in accidents. Both qualitative and
quantitative studies of HFACS also address the latent influences of
supervisory and organization on the unsafe acts of first lineworkers
(Shappell andWiegmann, 2001a,b; Dambier and Hinkelbein, 2006;
Li et al., 2007). HFACS splits various human errors into four main
failure tiers: Unsafe Act, Precondition for Unsafe Act, Unsafe
Supervision, and Organizational Influence (Fig. 1). We retained the
same failure tiers of HFACS in our framework. As with other
extensions of HFACS (Schmidt et al., 2000; O’Connor, 2008; Olsen
and Shorrock, 2010), we named our modified taxonomy as
HFACS-Maintenance Audit (HFACS-MA) (see Fig. 2).

In addition to this theoretical perspective, we also conducted
informal interviews with experienced inspectors in one civil avia-
tion authority (which has requested anonymity) to discuss and
evaluate the applicability of the framework. Accordingly, HFACS-
MA integrates other well accepted concepts from the field of
human factors, management, and safety culture/climate during the
development period. In the following section, we address the
differences between HFACS-MA and HFACS.



Fig. 1. The HFACS framework (Shappell and Wiegmann, 2004).
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1.2.1. Unsafe act
HFACS-MA classifies the Unsafe Act tier into Error and Disobe-

dience through personal intention. The definition of Error, and its
subordinate failures: Skill-based and Decision Error remain
unchanged. The classification of Perceptual Error, listed in HFACS,
was combined with Skill-based Error in HFACS-MA because of their
similar behavior descriptions and the few occurrences of Perceptual
Error in maintenance audit reports.

In HFACS, Perceptual Error represents decisions made based on
faulty perceived information when individual sensory input is
either degraded or “unusual”. Perceptual Errors such as spatial
disorientation or visual illusion are more likely to relate to specific
flight operations (pilot) than to the maintenance environment,
although there is scope for such errors during maintenance, e.g.
when inspecting a large array of structure such as fuselage frames.
In maintenance audit reports, we found narratives related to
Perceptual Error were usually due to attention degradation or
insufficiencies. They were similar to behavior descriptions of Skill-
based Error: action due to failures of attention, memory and/or skill
deficiency without conscious thought. In our previous interviews,
interviewees sometimes faced the dilemma of choosing between
Perceptual Error and Skill-based Error because of the similarities of
contents and the lack of adequate information to distinguish them
in audit records. Moreover, we considered that an integrated error
grouping would improve the practicability of quantitative analysis
in Part 2 (i.e. the small number of occurrences of Perceptual Error
classified from audit reports would increase the difficulty of anal-
ysis and examination of predictive validity). Thus, we decided to
combine the maintenance-related details of Perceptual Errors
within Skill-based Error.

On the other hand, Disobedience is assumed to be intended
behavior in contravention of existing proceduresor rules. According
to the feedback of the informal interviews with experienced audi-
tors, they actually use “Violation”when something against the law is
found and they need to process the legislative enforcement actions.
It should also be noted that English is not the native language for the
interviewees. In other words, “Violation” has a legally-specific
meaning for these government officials. Therefore, the original
“Violation” categoryof HFACSwas replaced by “Disobedience” in our
study. (Note: in our newest version, “Disobedience”will be replaced
by “Noncompliance” to allay misconceptions in the industry.
However, its definition remains the same.)
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Fig. 2. The complete framework of HFACS-MA.
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1.2.2. Precondition of unsafe act
In contrast to HFACS, the Precondition category of HFACS-MA is

also informed by SHELL model, Wheel of Misfortune, PEAR, and
MEDA. Table 2 shows specifically how each of the classifications in
the framework related to the prior taxonomies. (Note that
Precondition factors related to management activities are consid-
ered separately later.) Compared with HFACS, we classified the
Table 2
Classification involved in precondition of unsafe acts.

Operators Task/environment

HFACS Personal factors
Condition of operators

Environment factors

Wheel of
misfortune

Operator resources Task demands; Interfaces

SHELL Liveware (L, LeL) Software (S); Hardware (H);
Environment (E)

PEAR People (P); Action (A) Action (A); Environment (E);
Resource (R)

MEDA Technical
knowledge/skills
Individual factors
Communication

Information (e.g. work cards,
maintenance manuals)
Equipment/tools/safety
equipment
Job/task
Environment/facilities
latent factors of Precondition into two main categories: Condition
of Operators and Condition of Task/Environment.

The personal factors and the condition of operators of HFACS
were incorporated, and became the Adverse State, Limitation, and
Teamwork in HFACS-MA. Adverse State and Limitation consider the
effects of physical, mental, and competence status of first-line
personnel in either temporary or permanent ways respectively.
Teamwork, which is similar to the Crew Resource Management
(CRM) or Maintenance Resource Management (MRM) of HFACS,
addresses the defects of interactions and cooperation between
technicians or the rest of the maintenance team.

On the other hand, the environmental factors of HFACS were
further expanded based on the concepts of tasks in the high reli-
ability organizations (HRO) (Roberts, 1990) and the Wheel of
Misfortune: complexity, dynamics/tight coupling, and importance/
priority of tasks. Thus, the subordinate failure type: Task Demand is
added under the Condition of Task/Environment.

1.2.3. Unsafe supervision
During the informal interviews with experienced inspectors, we

found the classification of Unsafe Supervision of HFACS was
confusing to these officials who use English as second language.
(Note: We did not translate HFACS into a non-English version, due
to potential inaccuracies in the translation process; see Ma et al.,
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2009) Some interviewees brought up this question immediately;
they could not tell the difference between “Inadequate Supervi-
sion”, “Inappropriate Operations” and “Failed to Correct Problem”

because they thought these error categories at least partially
overlapped. The brief framework introduction helped in under-
standing these differences but some interviewees still had difficulty
in appreciating the differences between these error categories at
the end of the interview. (Note: Beyond any possible language
barrier, we believe that limited exposure to HFACS before the
interview was also one of the reasons for any definition confusion.)

On the other hand, in this study, the major design purpose of
HFACS-MA is to conduct quantitative analysis to examine the
predictive validity of audits. Because we anticipated a potential
deficiency of data in some specific error categories (which would
increase the difficulty of examining the prediction validity in Part 2
of this study), we were keen to establish a three layer hierarchy
especially for Unsafe Supervision and Organizational Influence
(in HFACS, only Unsafe Act and Precondition have a three layers
hierarchy) to facilitate the flexibility and integration ability for
future analysis (by integrating similar subordinate errors using
their higher parent category).

We tried to modify the original taxonomy to conciliate the above
concerns. As a result, we utilized the same classifying idea as in
Unsafe Act to categorize inappropriate behaviors of supervisors:
Dysfunction (unintended activity) and Disobedience (purposeful
action). While the classification of Supervision Disobedience
retained the same taxonomy as HFACS, we used the theories of
management functions to help classify activities of Supervision
Dysfunction. The concepts of management functions have reached
convincible consensus among professionals. In Table 3, we list four
authors to separate the functions appropriate to the mid-level
managers with the potential for Unsafe Supervision. Since the
functions of budget and staff are the authority of higher level
managers, we considered them at the organization level. For the
middle level managers, we placed Planning/Organizing into the first
category, Leading/Coordinating in the second, and Controlling/Cor-
recting into the third. Unsafe Planning/Organizing includes inap-
propriate work plans, poor resource allocation, and lack of technical
support before maintenance tasks start. Leading/Coordinating error
is failure to provide sufficient guidance, commands, or communi-
cation during the maintenance process. Finally, Controlling/Cor-
recting error represents failed oversight, detection of potential
problems, or allowing “known” deficiencies to continue unchecked.

1.2.4. Organizational influence
From the viewpoint of personnel in an organization, the factors

of organizational level include the fallible decisions or activities of
upper-level managers, interactions between departments, and
personal perceptions of safety. Therefore, the factors classified as
organizational aspects were incorporated into two categories:
Organizational Functionality and Safety Climate in HFACS-MA.

We integrated the organizational process and resource
management of HFACS into Organizational Functionality, whose
definition is based on the concepts of Wheel of Misfortune, defined
Table 3
Proposed management functions across four researchers.

Researchers Management functions

Fayol (1987) Plan, Organize Command,
Coordinate

Control,
Correct

Resource

Gulick (1937) Plan, Organize Direct,
Coordinate

Report Budget, Staff

Koontz et al. (1986) Plan, Organize Lead Control Staff
Robbins and

Coulter (2005)
Plan, Organize Lead Control
as the corporate decisions, rules, and supervisor activities that
govern daily processes of the organization. Again, according to the
theories of management functions, we classified the inappropriate
decisions and activities of top managers into four separate groups:
Operations/Procedure (as in Planning/Organizing), Execution (as in
Leading/Coordinating), Resource Management (as in Budget/Staff),
and Safety Oversight (as in Controlling/Correcting). Since Safety
Oversight is also a dominant factor affecting Organizational Safety
Climate (Cooper,1998; Flin et al., 2000; Varonen andMattila, 2000),
we decided to classify it under the category of Safety Climate.

Schneider (1975) defined organizational climate as “molar
perception people have of their work settings” (p. 473). Currently,
organizational climate has been described as a subjective attribute
of employees, and their shared perception of their organization, e.g.
observable procedures, practices, and events (Denison, 1996;
Patterson et al., 2005). In this study, we define Safety Climate as
the subjective working atmosphere within the organization. It is
affected by the treatment and practices of an organization directed
toward internal individuals. We attributed Safety Climate to three
factors in HFACS-MA: Safety Oversight, Safety Policy, and Safety
Culture.

At the organizational level of aviation maintenance, Safety
Oversight includes safety improvement programs, self-audit
programs and accident/incident investigations. The oversight
system is designed to help the whole organization to detect and
correct existing problems: the more the emphasis upon the over-
sight system, the greater the likely safety consciousness of the
personnel. Overall, Safety Oversight is a manifestation of the
importance of safety at the organizational level.

Safety Policy provides the official guidelines that direct the daily
decisions of first-line staff and managers (e.g., the safety commit-
ment of top managers, drugs and alcohol treatment). These policies
are the obvious face of safety presented within the organization,
but effectively they can easily become a pretense if themanagers do
not put them into practice.

In contrast to policy, safety culture is considered as the unofficial
or unspoken attitudes, values, beliefs, and customs that employees
share related to safety (Shappell and Wiegmann, 2003). It is also
what people often characterize as “the way things get done around
here” (Cooper, 1998). The confusion between Safety Climate and
Safety Culture has always existed (Hale, 2000). In this study, we
consider Safety Culture as a broad multidimensional concept, and
Safety Climate as an indication of Safety Culture (Cox and Flin,1998),
placing Safety Culture under Safety Climate in our framework.

In summary, despite these concepts andmodels (except perhaps
management function theories) have being broadly applied to
investigation and causal analysis of aviation accidents, interviews
and discussion with officials and inspectors showed the necessity
to develop a framework tailored specifically to an aviation main-
tenance audit system. HFACS-MA is designed specifically to be
utilized in analysis of daily audit reports, rather than in accident
investigation, and future users are assumed to be the official
inspectors and human factors experts of a regulatory authority
even though the framework has obvious application in self-audit of
airlines. The detailed comparison of taxonomy between HFACS and
HFACS-MA could be reviewed in Table 4.

In conclusion, the complete framework of HFACS-MA is similar
to a fault-tree analysis structure. The influence direction between
different failure tiers is a downward flow where the upper levels
can affect the lower ones. Conversely, actual audit use is likely to be
in the upward direction during the analysis process where analysts
are expected to address each case from the tier of Unsafe Act, then
Precondition, Unsafe Supervision, and eventually Organizational
Influence. Similar analysis flow of human error was utilized in
HFACS extensions (Rashid et al., 2010).



Table 4
Comparison between HFACS and HFACS-MA.

Human error tier HFACS HFACS-MA “Class P” “Class S” Comments

Unsafe acts Errors Decision errors
Skill-based errors
Perceptual errors

Error Decision error
Skill-based error

- “Perceptual errors” were
integrated into the
category of “Skill-based error”

- “Violations” was re-named
as “Disobedience”

Violations Routine
Exceptional

Disobedience Routine
Exceptional

Preconditions
for unsafe acts

Condition of operators Adverse mental states
Adverse physiological states
Physical/mental limitations

Condition of
operators

Adverse state
Limitation
Teamwork

- “Personnel readiness”,
“Adverse mental states” and
“Adverse physiological states”
were combined into “Adverse state.”

- “Crew resource management”
was similar to “Teamwork”

Personnel factors Crew resource management
Personnel readiness

Environmental factors Physical environment
Technological
environment

Condition of
task/environment

Task demand
Physical environment
Hardware/software

Unsafe supervision Inadequate supervision
Planned inappropriate
Operations
Failed to correct problem

Supervision
dysfunction

Planning/organizing
Leading/coordinating
Controlling/correcting

- We used the concepts of
management functions to
modify “Inadequate supervision”,
“Planned inappropriate operations”
and “Failed to correct problems”Supervisory violations Supervision

disobedience
Routine
Exceptional

Organizational
influences

Organizational process Organizational
functionality

Operations procedure
Execution
Resource management

- “Organizational process” was
related to the category of
“Operation procedure”

- “Organizational climate”
was expanded to “Safety
oversight”, “Safety policy”
and “Safety culture”

Resource management
Organizational climate Organizational

safety climate
Safety oversight
Safety policy
Safety culture
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The transition of audit records from qualitative documents to
quantitative data should help identify any systematic trends of
human failures and facilitate active hazard prevention with the
development of appropriate classification framework as the first
step. Although the original authors measured high reliability of
HFACS (Shappell and Wiegmann, 2001a,b), recent independent
reliability assessments have been less encouraging. O’Connor
(2008) used the military version (HFACS-DOD) finding inadequate
reliability in the nano-codes. Olsen and Shorrock (2010) performed
reliability analyses of the Australian Defense Force version (HFACS-
ADF) finding low inter-rater agreement when actual incident
records were coded. Thus any new variant of HFACS needs to have
assured reliability. In this study, we need to confirm that HFACS-MA
can be utilized consistently by different users to support the
long-term analysis of human failures in maintenance systems.
Accordingly, the purpose of this study in Part 1 is to verify the
measurement reliability of HFACS-MA.

2. Data collection

To put HFACS-MA into practice, we have to make certain that
future users can identify and analyze audit failures into the same or
similar causal factors, i.e. reach an acceptable level of agreement
among themselves, so that the subsequent analysis of audit reports
can represent a meaningful status of human failures. In this study,
we developed a two-phase procedure to measure the inter-rater
agreement of HFACS-MA between independent participants and
collect consensus results of human failures sourced from audit
reports for the purpose to conduct quantitative analysis to examine
prediction validity in our next study, Part 2.

2.1. The design of the procedure

2.1.1. Materials
The classification stimuli (subject) which were analyzed were

historical audit reports obtained from one civil aviation regulatory
authority. All records were independent and conducted in native
language of the authority; Fig. 3 is a sample of English translation to
demonstrate the general content of audit reports. Translation of the
original records was not considered in this study to avoid the
possible errors in translation (Ma et al., 2009). Contents of the audit
records were all remained unchanged to avoid possible bias of data
arrangement. The number of the stimulus sets in phase I was 79
based on power analysis while for phase II, it totaled 1238, divided
into twelve trial blocks. These stimuli were randomly chosen from
the database, and ordered randomly.

2.1.2. Participants
Because HFACS-MA incorporates many human factors concepts

and is designed to be utilized by human factors experts, we decided
to recruit graduate students in human factors field, who already
possess sufficient background knowledge to ensure rapid learning.
Since the stimulus materials were from a non-English-speaking
authority, the entire procedure was conducted in the native
language of that authority. Thus participants have to be fluent in
both that language and in human factors background. Each
participant received 2 h of training from the principal investigator
at the beginning of the procedure to become familiar enough with
the framework that representative results could be achieved and
also that we could study the state of learning performance during
the analysis process. Four raters were needed for phase I, and two
repeated raters from phase I were randomly recruited again in
phase II. The time between phases I and II was two months.

2.1.3. Procedure and instruction
Because the audit records were all remained original plain text

without any data arrangement, the participants (raters) were asked
to perform two successive tasks: read audit records to find existing
flaws (first task), and diagnose each flaw which they found in each
record into specific human error types based on the framework of
HFACS-MA (second task).

After the raters finished the first task, if they had different
opinions about determining the existing flaws, the participants
needed to discuss the case to decide if the flaws exist or not before
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they conduct the second task. This step was required for the
purpose of measuring inter-rater agreement. Once the raters
finished the second task, which was to analyze the errors found in
each report independently, their individual results were recorded
by themselves separately on paper. Immediately after the analysis,
they were required to announce their results to each other. If the
results of the two error analyses were different, the participants
needed to discuss the case and work as a team to attain a consensus
conclusion at the end of each case for further analysis purpose. The
consensus results would be utilized later in the examination of
prediction validity in Part 2 of this study.

2.1.4. Analysis class of HFACS-MA
Because some specific errors were rare in the audit reports, the

frequencies of occurrence of these unusual failures were mostly
Fig. 3. Sample of the audit
zero in any given monthly period. For instance, the monthly
frequencies of zero occurrences of Decision Error and Exceptional
Disobedience, were 61 and 73 times respectively (N ¼ 78) (see
Fig. 4a). This phenomenon would certainly increase the investiga-
tion difficulty of predictive validation in Part 2 of this study if the
input values of some specific variables were mostly zero. Where
this constraint existed, we tried to alleviate the problem by inte-
grating similar errors at the next higher level in the classification
framework. In HFACS-MA, we set up “Class P” factors as the ‘parent’
category of its ‘subordinate’ errors, “Class S” (see Fig. 1 and Table 1
for details). These integrated “Class P” factors would accumulate
the frequencies of their subsidiary errors (“Class S”) to increase the
quantities of non-zero monthly frequencies. To continue the above
example, combining the zero occurrences of Decision Error and
Exceptional Disobedience’s into their parent factors, Error and
records in this study.
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Fig. 4. a. Histogram of decision error and exceptional disobedience (“Class S”). b.
Histogram of error and disobedience (“Class P”).

Table 5
Standards for Kappa coefficient (Landis and Koch, 1977).

Kappa value <0 0.01e0.20 0.21e0.40 0.41e0.60 0.61e0.80 0.81e1
Strength of

agreement
Poor Slight Fair Moderate Substantial Almost

perfect
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Disobedience (as “Class P”), reduced them to 25 and 63 times
respectively (see Fig. 4b).

“Class S” includes totally 21 error types such as Skill-Based Error,
Teamwork, Planning/Organizing, and Operation Procedure; these
belong to eight parent categories in “Class P”, e.g. Error, Condition of
Operators, Supervision Dysfunction and Organizational Function-
ality respectively. During the reliability survey, all failures found in
audit records were classified into the 21 “Class S” errors. But
because we eventually used those “Class P” categories to predict
future safety performance in Part 2, the reliability analysis results of
both “Class S” and “Class P” have to be presented in this paper to
assure their corresponding measurement reliability.

2.2. Measurement of reliability

In order to eliminate the effects of chance agreement, we utilized
the Kappa coefficient (Cohen, 1960), the standard for measuring
inter-rater agreement in many different academic fields (e.g.,
education, disease diagnosis, epidemiology, and psychological
applications), as the reliability indicator. Many studies using the
Kappa method were related to dual raters (Devitt et al., 1997; Wing
et al., 2002; Smits et al., 2009). The Kappa coefficient can provide
valuable information on the reliability of diagnostic and examination
procedures (Sim andWright, 2005), whichmeets the requirement of
this study. It indicates as theproportionof agreement between raters
rating n subjects after chance agreement has been removed (Soeken
and Prescott, 1986), and takes the form as Equation (1):
Kappa ¼ observed agreement� chance agreement
1� chance agreement
Symbolically,

K ¼ Po � Pc
1� Pc

(1)

where Po ¼ the overall proportion of observed agreement,
ð1=nÞP

i
nii; Pc ¼ the overall proportion of chance-expected agree-

ment, 1=n2
P

i
ni$n$i; nij ¼ the number of subjects assigned rating i

by Rater 1 and rating j by Rater 2; the observed frequency in the i,
jth cell; ni$ ¼ marginal row frequencies,

P

j
nij; n$j ¼ marginal

column frequencies,
P

i
nij.

The value of Kappa ranges from 1.0 (complete agreement) to 0.0
(chance only). Although the choice of the benchmarks of Kappa is
inevitably arbitrary and problematic (Brenner and Kliebsch, 1996;
Hripcsak and Heitjan, 2002), various authors had proposed
measurement thresholds of Kappa value based on their experience
to provide criteria for Kappa interpretation. Landis and Koch (1977)
suggested the values in Table 5 as standards for strength of
agreement for Kappa. Banerjee et al. (1999) believed that values
between 0.40 and 0.75 represent fair to good agreement beyond
chance for most study purposes.

In general, a Kappa value above 0.6 is considered as “good”.
However, as the number of rating categories grows, the potential for
disagreement will increase correspondingly (Brenner and Kliebsch,
1996). The number of choice categories in most literature reviews
ranged from two to five. In our study, we ran the Kappa analysis for
the four main failure tiers of HFACS-MA, i.e. Unsafe Act, Precondi-
tion, Unsafe Supervision and Organizational Influence (see Fig. 2),
where the number of available failure options ranged from five to
seven. During the analysis procedure, the participants could only
select from each tier of HFACS-MA, e.g. for Unsafe Act, only five
options could be chosen (including N/A); for Organizational Influ-
ence, only seven. This inherent numerosity of HFACS-MA increased
the difficulty of reaching an acceptable Kappa value in each tier.

To examine any learning effects of HFACS-MA, the procedurewas
divided into two parts: an introductory phase (“I”), and an experi-
enced phase (“II”). Since Kappa is frequently assessed for statistical
significance through a hypothesis test (Sim and Wright, 2005), for
phase I, the Kappa value is expected to above 0.4 (i.e. null hypothesis
K < 0.4); and 0.6 for phase II (i.e. null hypothesis K < 0.6).

3. Results

3.1. Reliability measurement of HFACS-MA

In this section, the overall inter-rater agreement analysis of
HFACS-MA was presented under both Class P and Class S to assure
theirmeasurement reliability and future application in Part 2 of this
study.

3.1.1. The Kappa value of each failure tier using “Class S” factors
In this section, we analyzed and distinguished the Kappa value

based on each HFACS-MA tier. In other words, all Kappa values were
represented by Unsafe Act, Precondition, Unsafe Supervision, and
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Organizational Influence (see Fig. 5a and b). The major measuring
difference between “Class S” and “Class P” is the number of avail-
able options, for instance, the measurement of Organizational
Influence in Table 6a (“Class S”) includes totally seven options and
forms a 7 * 7 kappa matrix. In Table 6b (“Class P”), there are only
three options to form a 3 * 3 matrix.

In phase I, four participants were recruited in the analysis
procedure. The Kappa value of Unsafe Act was 0.47, and overall
agreement was 73% in phase I. [Note: we will provide overall
agreement data as well as the Kappa values: Olsen and Shorrock
(2010) quote Ross et al. (2004) as preferring agreement over
Kappa.] The z value against the null hypothesis of K < 0.4 was 2.41
rejecting the null hypothesis with 95% confidence, i.e. the classifi-
cation reliability of Unsafe Act was better than anticipated. However
the Kappa value of Unsafe Act was the only one of the four error tiers
to reach significance in phase I. Although the overall agreement of
Precondition, Unsafe Supervision, and Organization Influence was
63%, 63% and 54% respectively, their Kappa coefficients were all
lower than 0.4. The overall reliability inphase I could only be rated at
a “fair” level based inTable 5. Consequently, the results of phase I did
not establish the measurement reliability of HFACS-MA.
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Fig. 5. Kappa values of four failure tiers using a. “Class S” and b. “Class P” factors by two re
coded from “1” to “12”).
Fig. 5a summarizes the Kappa values of the two repeated
participants in phase I and phases II. There were total 1238
analyzed records in phase II, and we divided them into twelve trial
blocks which each block contains 100 records except that the last
block had 138 records. Trail number 0 in X axis indicates the Kappa
value of phase I, and numbers 1e12 denote the trail blocks of phase
II. For phase II, both the overall agreement and Kappa values
increased beyond phase I. The Kappa values of both Unsafe Act and
Precondition all attained the assumed criterion (K > 0.6) in every
section. The z values against the null hypothesis were 8.4 for Unsafe
Act and 10.43 for Precondition. The z value of Supervision was 5.83
in phase II. Therefore, these three failure tiers all showed with 95%
confidence that their classification reliability was better than
anticipated. However, while the average result of Unsafe Supervi-
sion reached the 0.6 standard, records 1e200 and 501e600 (trial
numbers 1, 2 and 6) were slightly lower than 0.6. The measurement
reliability of Unsafe Act, Precondition, and Unsafe Supervision all
met at least the “good” standard.

The Kappa values of Organizational Influence were all poorer
than expected. Although the average of the overall agreement of
the organization tier was about 0.81 similar to the other tiers, the
121110987
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peated raters (The Phase I of the reliability procedure was coded “0” and Phase II was



Table 6a
The Kappa table of organizational influence (“Class S”).

Rater # 2 
Rater # 1 Procedure Execute Resource Oversight Policy Culture NA Total 
Procedure 21 2 2 2 1 1 6 35 
Execute 1 2 1 4 0 1 4 13 
Resource 0 0 43 1 0 3 16 63 
Oversight 1 4 5 17 1 6 22 56 
Policy 0 0 2 2 4 4 10 22 
Culture 3 5 3 6 5 32 25 79 
NA 13 8 18 24 4 48 974 1089 
Total 39 21 74 56 15 95 1057 1357 
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average Kappa value of Organizational Influence only achieved 0.47
(“moderate” level), and the results of trial numbers 1, 5, and 8 were
between 0.3 and 0.4. The significant number of “not applicable”
(NA) responses, totaling 1172, was considered as one possible
reason for moderate Kappa value (see Table 6a). Therefore, the
Kappa values were re-calculated based only on the six failure
categories of Organizational Influence, removing the NA option. The
sample size of Kappa values totaled 185, still sufficient to reach an
appropriate statistical power for Kappa measurement. The corre-
sponding Kappa value was 0.547, which still failed to reach our
assumed criterion (K> 0.6). As a result, the reliability measurement
of Organizational Influence simply attained the “moderate” level
based in Table 5. It should be noted here that although the number
of audit records in phase II was 1238, because some records
revealed more than one flaw in single report, the sum of analyzed
data in Tables 6a and b was 1357.

In summary, after combining the results of phases I and II, the
overall results of the Kappa analysis of four failure tiers using “Class
S” factors nearly meet the original assumption, and reach an
acceptable level of reliability measurement. Unsafe Act, Precondi-
tion, and Unsafe Supervision were fit for the “substantial” levels,
and Organizational Influence was in the “moderate” level.

3.1.2. The Kappa value of each failure tier using “Class P” factors
Because of the rare appearance of some failures, we repeated the

Kappa analysis by using the parent categories of “Class S”, as “Class
P” (see Table 5). This was done because the later quantitative
analysis for prediction validity purpose in Part 2 of this study would
be carried out at “Class P”. Therefore, the reliability of failure
categories at “Class P” needs to be established before HFACS-MA
could be further utilized.

The Kappa values of fourmain failure tierswhichwere computed
by “Class P” errors are illustrated in Fig. 5b. Generally speaking, the
Kappa values of “Class P” were similar to “Class S”, without large
variations. In phase I of the procedure, Unsafe Act (K¼ 0.54)was still
the only error category to meet the anticipated value (K > 0.4). In
phase II, the Kappa values of both Unsafe Act and Precondition all
attained the assumed criterion, K > 0.6, in every trial. The z values
against the null hypothesis were 14.32 for Unsafe Act (K¼ 0.82) and
16.31 for Precondition (K ¼ 0.82). The overall Kappa value of Unsafe
Table 6b
The Kappa table of organizational influence (“Class P”).

Rater # 2 
Rater # 1 Function Climate NA Total 

Function 72 13 26 111 

Climate 23 77 57 157 

NA 39 76 974 1089 

Total 134 166 1057 1357 
Supervision was 0.75, and z value was 8.13. Therefore, these three
failure tiers all proved with 95% confidence that their classification
reliability was better than anticipated. The measurement reliability
of Unsafe Act, Precondition, and Unsafe Supervision all reached the
“substantial” standard in “Class P”, andhad similar analysis results as
“Class S”. However, the Kappa values of Organizational Influence still
remained poorer than expectation while using “Class P” factors for
calculation. The average Kappa of Organizational Influence was
0.51 (“moderate” level), which slightly improved upon “Class S”
(K ¼ 0.47), but still failed to reach the assumptive criterion.

In conclusion, combined the Kappa analysis of “Class S” and
“Class P” (Fig. 5a and b), Unsafe Act, Precondition, and Unsafe
Supervision all gave “substantial” levels of inter-rater agreement,
andOrganizational Influencewas at the “moderate” level. Therefore,
the human error taxonomy of HFACS-MA did reach an acceptable
level of the reliabilitymeasurement, and shouldbe able to beutilized
in the further quantitative analysis in Part 2 of this study.

3.2. ANOVA and learning curves analysis of human failures

The learning effect of using HFACS-MA was examined in this
section. As seen in Fig. 6, the performance starts with a rapid
improvement (from Trial 0e200) follows by reduced improvements
with further practice. Such ubiquitous learning curves are usually
described well by power functions, and are often said to follow
the “power law of practice” (Newell and Rosenbloom, 1981). The
power law of practice can be explained by the cognitive “chunking”
processing of the input and output of the task (Johnson et al., 2003).
Participants learn the frequently occurring inputeoutput patterns
and develop their own decision schema in the initial few trials, but
the rarer inputeoutput patternsmight require hundreds of trials for
participants to memorize as chunks. The mathematical power
equation of the learning curve can be expressed as Kappa
value ¼ (constant a) * (Trial)^(constant b) in this study. Ritter and
Schooler (2004) mentioned that when using this equation, the
constants can be easily computed by taking the log of the Kappa
value and trial number to compute a linear regression. In other
words, the power equation fits the regression line by using a loge
log transformation. This function was fitted to the Kappa values
shown in Fig. 6, giving a significant fit for all data, with r2 > 0.8 and
p < 0.001 for all four curves.

When the Kappa values were subjected to a two-way ANOVA,
both failure tier and trial block were significant (F(3, 36) ¼ 80.03,
p < 0.001 and F(12, 36) ¼ 13.37, p < 0.001 respectively). Comparing
themeans of each trial block, only Phase I and the first trial of Phase
II were different from the other trials. Indeed, when trial blocks
were re-coded as Phase I (“0”), Phase II trial 1e100 (“1”) and Phase
II trials 101e1238 (“2”), the error type effect was lower than the
previous analysis with F(3, 40) ¼ 19.24, p < 0.001, while for trial
block an even higher significance (F(2, 40) ¼ 52.83, p < 0.001) was
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Fig. 6. Learning curve and regression model of four failure types.
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found. Based on the results of Tukey, Bonferroni, and Sidak Method
with 95% Confidence, the trial blocks were also re-grouped as Phase
I (“0”), Phase II trials 1e1000 (“1”) and Phase II trials 1001e1357
(“2”), and both re-grouped trial blocks and error type remained
significant (F(2, 40) ¼ 48.25, p < 0.001 and F(3, 40) ¼ 24.80,
p < 0.001 respectively). Tukey, Bonferroni, and Sidak post hoc
comparison among the three re-coded classes showed differences
significant at p < 0.01. The observation of a rapid plateau in the
learning effect was confirmed by these analyses.

On the other hand, since there was only one observation value
for each error tier and trial block [Note: Kappa value is measured
across multiple records, e.g. 100 audit records], the degrees of
freedom of error for the interaction between failure tier and orig-
inal trial block was zero, and ANOVAwas unable to further analyze
the interaction. The re-coded trail blocks were also used for inter-
action measurement, and did not find significant result among
them (F(6, 40) ¼ 0.28, p ¼ 0.943).

In conclusion, based on the results of learning curve analysis and
the ANOVA, the four failure tiers all illustrated a clear learning effect.
The participants appeared to become more acquainted with the
analysis process from the initial phase but soon reached a plateau, as
confirmed by discussions with the raters after the procedure. They
became increasingly familiar with the contents of audit reports and
developed theirowndecisionschemafor the classificationprocedure.

4. Discussion

4.1. Evaluation of the Kappa values

According to discussions with participants after the procedure,
it was easier for participants to diagnose the failure categories in
Unsafe Act than other failure tiers. This was because the contents of
the audit record described most details about the inappropriate
behavior of first-line workers, which is more straightforward for
inspectors to discover and explain. In fact, we found that many
audit reports lacked clear details of root cause explanations beyond
the first-line employee, especially for organizational issues. This
caused an extremely high percentage of Kappa analysis results to be
the N/A option (see Tables 6a and b). Some reports even lacked the
complete description of unsafe acts. Compared with the reliability
study of HFACS which found 95% agreement or even higher at the
Unsafe Act tier, our study only reached 88% overall agreement in
Unsafe Act (Compared with the usual HFACS analysis of accident
investigation reports), the incompleteness of daily audit reports is
one of the reasons affecting the magnitude of the reliability
measurement.

This phenomenon is resulted from the inherent limitations
common to most contemporary civil aviation audit systems.
Inspectors of regulatory authorities have neither sufficient
resources (e.g., time and budget), nor adequate training in human
factors concepts to conduct further investigation during their daily
inspections. In addition, the description of inappropriate activities
is solid enough for inspectors to proceed with enforcement (e.g.
a violation) or close the case, which is how they see their primary
responsibility. Thus, the raters may have to imply the possible
causal failures contributing to Unsafe Act based on somewhat
deficient information. This phenomenon was quantified by the
Kappa values in our study. In the ANOVA given earlier, the Kappa
values varied significantly among four main failure tiers. In the post
hoc Tukey comparison tests, the Kappa values for Unsafe Act was
not significantly different (p ¼ 0.95) from that for Precondition, but
all other comparisons were significant at p < 0.01. Therefore,
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insufficient description or information about latent factors in the
audit reports was probably a considerable cause of low Kappa
values especially at the tiers of Unsafe Supervision and Organiza-
tional Influence.

In order to examine the learning effects of using HFACS-MA, the
training course was 2 h in phase I, which was similar to the training
time of DOD-HFACS (O’Connor, 2008). Compared with HFACS itself,
which provided at least one week of training for participants, the
training time of our procedure was apparently inadequate to ach-
ieve ultimate reliability. However, Olsen and Shorrock (2010) chose
air traffic controllers who were familiar with HFACS-ADF as raters
and still found low reliability. In this study, the initial unfamiliarity
of the tasks to the participants required more practice for them to
become well acquainted with the concepts of the framework, and
develop their own decision schema of case patterns. The analysis
process was filled with aviation jargon, descriptions of aircraft
maintenance and airlines operations initially unfamiliar to the
human factors trained raters. Furthermore, because the partici-
pants came from the HF/E field, they were more familiar with the
analysis of Unsafe Act and Precondition than Unsafe Supervision
and Organizational Influence. These all increased the challenge for
the participants to become competent raters in the reliability
measurement procedure. In phase II, because two participants were
recruited from phase I, the two raters had become more proficient
in analysis. This can be recognized from Fig. 5a and b, which
showed that the Kappa value of phase II reached a higher level than
phase I. Based on the fitted regressions in Fig. 6, we tried to esti-
mate the possible Kappa values with trial number reached 2000
and 3000. The estimated Kappa values of Unsafe Act, Precondition,
and Unsafe Supervision in 2000 trials were all above 0.85 while
Organizational Influence reached only 0.57. The Kappa of Organi-
zational Influence would need more than 3000 trials to attain 0.6
which was the original set assumption of this study.

Moreover, compared with common diagnosis tasks, e.g., disease
judgment: positive or negative (Hripcsak and Heitjan, 2002), the
analysis task of the procedure was more complicated for raters.
Because the contents of the audit records were narrated in a flat
style of writing without summarized or numbered key points, the
reliability procedure task was in effect two sub-tasks: first identify
possible causes from the plain text description in the raw data, and
then classify existing or potential causes into specific categories of
error. Most other classification tasks only require the second of
these. This difficulty increased the workload of the participants and
thus may contribute to the lower Kappa values in this study. Ritter
and Schooler (2004) considered as the difficulty of the tasks varied,
the resulting line of performance would not appear as a smooth
curve, but bounce around. And the elevated difficulty of the anal-
ysis task of the reliability procedure did illustrate in Fig. 6.

From the perspective of mathematical theories, the high
percentage of chance agreement in the study was the noticeable
reason of low Kappa in phase I. The rates of chance agreement of
Precondition and Unsafe Supervision in phase I were obviously
higher than in phase II. For Organizational Influence which has
a total six error categories plus the N/A option to choose from in
“Class S” (see Table 6a), the agreement responses of the N/A option
was 974 times out of 1357 totally because both raters couldn’t find
any latent cues or possible failure descriptions related to the
organizational tier due to insufficient information in many audit
reports. The chance agreement of Organizational Influence tier
steadily remained around 50e80% in trial blocks. Consequently, the
Kappa value of the organizational tier had a difficulty in reaching
a substantial level even when its overall agreement is about 80%.

According to Ludbrook (2002), Sim and Wright (2005), preva-
lence and bias effects are the key factors that can influence the
magnitude of Kappa. A prevalence effect is represented by the
inequality of representations of different categories. The bias
effect means that one rater chooses some categories with higher
(or lower) probability than the other raters when disagreements
between raters happen. According to the results of the reliability
procedure, the prevalence effect was more obvious than bias; in
Tables 6a and b, the differences between agreement proportions
were more noticeable than between disagreement. When a large
prevalence exists, Kappa is lower thanwhen the prevalence effect is
low (Sim and Wright, 2005). It should be noted that in many
laboratory studies, the stimulus material can be closely controlled
(e.g. to ensure equality of categories), rather than selected from
existing field reports. However, this research was closer to a field
study, inwhich the sequence and allocation of the analysis samples,
i.e. audit reports, could not be controlled. Accordingly, a prevalence
effect became an inevitable consequence of the study and the low
Kappa value of Organizational Influencewas partly attributed to the
existence of a prevalence effect.

4.2. Generalizability of the model

This is the first study to utilize an HFACS-like framework to
analyze safety audit reports. Although we made several modifica-
tions to the original framework to fit its use in the maintenance
audit field, the core concepts behind HFACS-MA and HFACS about
active and latent human error are still the same. The most obvious
difference of HFACS-MA is in the Unsafe Supervision and Organi-
zational Influence tiers where we renamed the supervision failures
due to language concerns and reorganized the original two levels
hierarchy to three levels for analysis purposes (see Table 4).
However, the meaning and descriptions of most failure categories
were remained unchanged. Most failure categories in HFACS could
be easily mapped to similar errors in HFACS-MA. Therefore, we
believe the analysis results of HFACS-MA are still comparable to
other HFACS-like models while discussing the context of human
failures.

The utilization of maintenance terminology in analysis tool such
as MEDA (Rankin, 2000) is intended to describe the specific results
and behavior of human failures in the aviation maintenance
domain. This kind of operational definition would definitely
increase the usability to people in our chosen domain. However,
based on the case studies of accident and incident reports, although
the behavior descriptions or events may vary (e.g. incorrect
installation of components or tools left in the airplane), we can still
find similar contributing factors such as attention or memory
failure across different cases. This is the reason why we utilized
human factors categories instead of maintenance-specific behav-
iors to concentrate on the causes behind the observable human
error descriptions in this study. The purpose is to categorize diverse
maintenance failures by using well-accepted error categories.
Generalization of HFACS-MA to other fields (e.g., nuclear power
plant or chemical industry) is one of the future purposes of this
research. Also, the expected users of HFACS-MA will have some
expertise in HF/E. Therefore, this study used failure categories
based on the human factors and management fields to represent
the causes of various maintenance errors.

5. Conclusions

Since an audit program is considered a proactive method for
accident prevention, we believe that a study based on a current
audit system, e.g. a quantitative analysis of the states of human
error, can benefit the accuracy of error detection and consequently
the improvement of flight safety. The use of an HF/E model as the
basis for our classification came about through a prior unsuccessful
attempt to predict safety performance from raw numbers of audit
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findings, and from the knowledge that humans are involved in the
causal chain of most aviation accidents. Therefore, it was important
to develop a wide-ranging human error classification framework to
detect and quantify the prospective risk. In this study, HFACS-MA
was developed to fit the requirement of maintenance audit
systems. After conducting the reliability study and considering the
factors influencing the Kappa values, HFACS-MA can be regarded as
a reliable classification tool to analyze daily audit records of
maintenance organizations.

We believe that aviation accidents are preventable if people can
detect and take actions to eliminate the potential hazards before
accidents happen. The future purpose of this study is to examine
the validity of HFACS-MA’s safety prediction model based on the
status of human error. In Part 2 of this study, the rates of human
error will be utilized to develop a forecasting model to predict the
safety performance of maintenance systems. The ultimate goal of
our research is to establish a comprehensive methodology of risk
management, and eventually facilitate preventing tragic accidents
from happening.
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